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[1] A high-resolution transport model containing a fully explicit size-resolving
microphysical scheme is used to study a large-scale polar stratospheric cloud (PSC)
case detected by lidar at midlatitudes between 17 and 23 February 2008. The model
simulations, initialized using European Centre for Medium-Range Weather Forecasts
(ECMWF) fields and Microwave Limb Sounder (MLS) Aura data, are validated
locally against ground-based (Institute for Tropospheric Research Multiwavelength
Atmospheric Raman lidar for Temperature, Humidity, and Aerosol profiling (IfT
MARTHA)) lidar measurements at Leipzig and globally against spaceborne
(Cloud-Aerosol LIdar with Orthogonal Polarization/Cloud-Aerosol-Lidar and Infrared
Pathfinder Satellite Observations (CALIOP/CALIPSO)) lidar backscatter measurements.
By assuming a 1 K cold bias on the ECMWF temperatures and under the assumption
of equilibrated spherical PSC particles, our model produces fields of optical and
microphysical parameters like the total surface area density (A) and volume (V). A, and V,
as well as the median radius of the PSC size distribution, compare favorably to the
corresponding values derived from multiwavelength lidar backscatter measurements.
Around 21 km, A and V are found to be around 10 mm2 cm�3 and 1 mm3 cm�3,
respectively. The median radius of the Supercooled Ternary Solution particle size
distribution is estimated to be around 0.3 mm using both the model calculations and the
lidar-derived size distribution parameters. Overall, despite the simplifications on the
microphysical scheme, the model is able to reproduce the salient features of the local and
global lidar observations. The results clearly demonstrate the value of CALIOP products
for large-scale studies, exploiting chemistry-transport models.
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1. Introduction

[2] Polar stratospheric clouds (PSCs) usually form in the
polar lower stratosphere in winter at low temperatures. They
have been investigated over 2 decades and the dual role of
these clouds in polar ozone depletion is now well established
[Solomon, 1999; WMO, 2007]. First, PSC particles provide
reactive surfaces for heterogeneous chemical reactions that
convert stable halogen reservoir species into highly reactive
ozone-destroying radicals. Second, by sedimenting, large
PSC particles cause an irreversible downward transport of
nitric acid and, hence, a partial removal of reactive nitrogen
from the altitudes of PSC-induced ozone depletion, the
so-called denitrification phenomenon. This, in turn, extends

the lifetime of reactive halogen radicals, favoring further
polar ozone destruction.
[3] PSCs have been characterized using a range of

ground-based, airborne and spaceborne instruments. Differ-
ent types of PSCs have been identified: liquid HNO3-rich
clouds (type Ib PSCs) [Tabazadeh et al., 1994; Carslaw et
al., 1994; Weisser et al., 2006], solid HNO3-rich clouds
(type Ia PSCs) [Larsen et al., 2004] and ice clouds (type II
PSCs) [Goodman et al., 1989; Toon et al., 1990]. When the
temperature reaches about 195 K, solid HNO3-rich clouds
can form on the preexisting supercooled sulphuric acid
(H2SO4-H2O) aerosols; solid HNO3-rich clouds are com-
posed of solid particles of Nitric Acid Trihydrate (NAT).
However, owing to energy barriers associated with the NAT
crystal formation from liquid binary H2SO4-H2O solution,
NAT PSCs often do not form as soon as the NAT temper-
ature threshold (TNAT) is reached. In that case, at several K
below TNAT, H2SO4-H2O aerosols experience a sharp
growth by uptake of gaseous HNO3, forming liquid
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HNO3-rich clouds composed of supercooled liquid ternary
(H2SO4-HNO3-H2O) solution; these clouds are either called
STS (Supercooled Ternary Solution) or LTA (Liquid Ternary
Aerosols) PSCs. When the temperature drops to the ice
temperature threshold TICE (near 190 K), large ice particles
may form, probably on the top of NAT PSCs [Poole and
McCormick, 1988; Voigt et al., 2000, 2005].
[4] Because of their high vertical resolution and high

sensitivity to aerosols and clouds, lidar (light detection and
ranging) observations have been the most extensively used
data sets for PSC studies and model validation [Hansen and
Hoppe, 1997; Mehrtens et al., 1999; Brooks et al., 2004;
Blum et al., 2006; Jumelet et al., 2008a, 2008b]. They have
helped in investigating PSC formation processes and com-
position. Local PSC climatologies were also established
from lidar data through continuous monitoring and mea-
surement campaigns [Browell et al., 1990; David et al.,
1998; Biele et al., 2001; Daneva and Shibata, 2003; Adriani
et al., 2004; David et al., 2005; WMO, 2006, 2007]. There
still exist issues when only using lidar data, the spatial
sampling of the atmosphere being the major one. Ground-
based lidar systems only probe a very narrow air column
above the measurement stations. Airborne lidar sampling,
often carried out during measurement campaigns, remains
very sparse both in space and time. Moreover, although
aircraft can follow moving air masses, Lagrangian flight
paths remain difficult to achieve. Satellite measurements
provide a much better spatiotemporal sampling, with con-
tinuous measurements often performed on a quasi-global
coverage. Until recently, large-scale distributions of PSCs
were derived from limb measurements such as SAGE
(Stratospheric Aerosol and Gas Experiment) [McCormick
et al., 1979; Polyakov et al., 2008], SAM (Stratospheric
Aerosol Measurement) [Poole and Pitts, 1994] and POAM
data (Polar Ozone and Aerosol Measurement POAM)
[Fromm et al., 1997, 2003]. Unlike lidar data, the limb
satellite data have a relatively poor spatial resolution,
typically several kilometers vertically and a couple of
hundred kilometers horizontally. This lack of resolution in
satellite data has been vastly remedied by locating lidar
instruments in space. The first spaceborne lidar measure-
ments were carried out with the Lidar In-space Technology
Experiment (LITE) instrument on board the American
shuttle in 1993 [Winker et al., 1996]. The first long-duration
spaceborne lidar was the Geoscience Laser Altimeter System
(GLAS) instrument on board the Ice, Cloud and land Eleva-
tion Satellite (ICESat) which launched in 2003 [Palm et al.,
2005;Mueller et al., 2008] and is now operated intermittently.
The first and only lidar instrument on a satellite is the Cloud-
Aerosol LIdar with Orthogonal Polarization (CALIOP)
instrument on board the Cloud-Aerosol Lidar and Infrared
Pathfinder Satellite Observations (CALIPSO) satellite that
was launched in 2006 to be flying in close proximity with
5 other research satellites, the so-called A-Train formation
[Winker et al., 2003, 2006]. Because of its high spatial
resolution and polar orbit sampling, CALIOP/CALIPSO has
started producing the most comprehensive data set available
to date on aerosols and clouds. It should help to better
characterize and parameterize PSCs in global models [Pitts
et al., 2007; Noel et al., 2008].
[5] The region where PSC fields are the most difficult to

model is the Arctic lower stratosphere [Hendricks et al.,

2001; Carslaw et al., 2002; Fueglistaler et al., 2003]. In
contrast to the Southern Hemisphere, the Arctic temper-
atures are usually quite variable in space and time. On
average, the Arctic winter temperatures tend to hover
around the PSC formation temperature threshold. As a
result, PSC formation is often intermittent and PSC fields
are rather patchy in the Northern Hemisphere. The situation
is very different in the Antarctic where the polar vortex is
strong and stable with temperatures well below the PSC
formation threshold. As a result, Antarctic PSCs fields are
large and more or less permanent during the winter without
exhibiting substantial interannual variability.
[6] As marginal conditions prevail in the Northern Hemi-

sphere, uncertainties in the temperature make it difficult to
accurately predict the evolution of PSC size and spatial
distributions [Knudsen, 1996; Pullen and Jones, 1997;
Knudsen et al., 2002]. In the same way, accurate PSC
modeling should account for air mass temperature history.
Hysteresis phenomena due to kinetic barriers when forming
solid particles actually occur when temperature passes
through the NAT and ice thresholds (TNAT, Tice). Typically,
supersaturation (T < TNAT-3K) is needed to form NAT, but
evaporation only takes place at TNAT. This hysteresis
process is obviously not simulated in models where ther-
modynamic equilibrium is assumed. Most PSC schemes
integrated in global models still assume thermodynamical
equilibrium between the PSC (condensed) phases and the
gas phase [Lefevre et al., 1991; Daerden et al., 2007;
Marchand et al., 2007]. There are now strong evidences
that orographically induced PSCs (i.e., produced by gravity
waves) are not in equilibrium with the gas phase [Carslaw
et al., 1998; Voigt et al., 2000], gravity waves being much
more frequent and pronounced in the Arctic than in the
Antarctic. These small-scale waves are also not properly
resolved in large-scale models. Moreover, there are uncer-
tainties in thermodynamical parameters of PSC schemes
such as equilibrium water vapor and nitric acid partial
pressures which can lead to up to 2 K errors in transition
temperatures from H2SO4-rich aerosols to liquid HNO3-rich
PSCs [Carslaw et al., 1997]. Ultimately, errors in model-
simulated PSC size and spatial distributions generate errors
in denitrification rates (from PSC sedimentation) and pro-
duction rates of ozone-destroying halogen radicals through
PSC heterogeneous chemistry, two key processes for polar
ozone losses. It is therefore of interest to validate PSCs
simulated by large-scale models, especially in the Northern
Hemisphere, with the latest generation of lidar data. This is
the substance of the present work.
[7] The paper focuses on PSCs formation at northern

midlatitudes, a region where detection of such clouds
remains rare. PSCs can still form at midlatitudes when the
polar vortex is highly distorted with filaments extending
down far south and when very low temperatures are
prevailing at midlatitudes. These events can result in sig-
nificant direct ozone destruction, especially during the
winter [Keckhut et al., 2007]. It may be important to
simulate these events realistically if they are to become
more frequent in the future. For this reason, the present
work represents a case study of such a PSC event which
occurred in late February 2008. It was detected by both the
Leibniz-Institute for Tropospheric Research (IfT) ground-
based lidar at Leipzig (51.4�N, 12.4�E), Germany, and the
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spaceborne lidar CALIOP/CALIPSO. The event is analyzed
using a global aerosol-cloud microphysical transport model,
MIMOSA-m8. The model is able to simulate the formation,
transport and some microphysical evolution of aerosols and
PSC particles under the assumption of thermodynamical
equilibrium. Themodel includes a fully explicit size-resolving
microphysical module linked to an optical module able to
calculate the scattering properties at lidar wavelengths, from
the microphysical properties for validation purposes. The
model simulations are evaluated against measured particle
backscatter signals and against key particle size distribution
properties (mean size, surface area and volume density)
retrieved from multiwavelength lidar data [Jumelet et al.,
2008a]. Note that there have been few attempts at validating
in detail PSCs simulated in global models [Lefevre et al.,
1991; Daerden et al., 2007]. Most of the validation work
has however been devoted to Lagrangian (trajectory) micro-
physical models that can be run with detailed microphysics
and a low requirement in computational power [Carslaw et
al., 1998; Wirth et al., 1999; Larsen et al., 2002; Santee et
al., 2002; Eckermann et al., 2006].
[8] The paper is organized as follows. Section 2 describes

the global microphysical transport model and its setup for the
comparisons with lidar data. The lidar observations and the
retrieval of the particle size distribution from multiwave-
length data are presented in section 3. In section 4, the
midlatitude PSC event is documented using meteorological
analyses, ground-based and spaceborne lidar observations.
Section 5 is devoted to themodel results and their comparison
to lidar backscatter data. Model-simulated PSC size distri-
butions are evaluated against the size distributions derived
from lidar ground-based data in section 6. Section 7 is
devoted to concluding remarks.

2. Microphysical Transport Model MIMOSA-m8

2.1. MIMOSA Advection Model

[9] The Modèle Isentropique de transport Mésoéchelle de
l’Ozone Stratosphérique par Advection (MIMOSA) model
[Hauchecorne et al., 2002] is originally a Potential Vorticity
(PV) advection model running on isentropic surfaces (sur-
faces of constant potential temperature). The advection
scheme is semi-Lagrangian with a time step of 1 h. The
regridding onto the original orthonormal grid is performed
every 6 h. The model resolution is 1� � 1�. The advection is
driven by European Centre for Medium-Range Weather
Forecast (ECMWF) meteorological analyses at a resolution
of 2.5� � 2.5�. In the case of the PV, its slow diabatic
evolution is taken into account by relaxing the model PV
toward the PV calculated from the ECMWF fields with a
relaxation time of 10 days. Using this procedure, it is
possible to run the model continuously and follow the
evolution of PV filaments during several months, for
instance from November to April for the study of the
filamentation and the breakup of the Arctic vortex. The
accuracy of the model has been evaluated by Hauchecorne
et al. [2002] and validated against airborne lidar ozone
measurements using the strong correlation between PV and
ozone, a quasi-conserved chemical tracer on a week time
scale within most of the lower stratosphere [Heese et al.,
2001].

2.2. Microphysical and Optical Module

[10] The microphysical module is loosely based on a very
detailed aerosol-PSC size-resolving microphysical box
model which is extensively described by Larsen [2000]
and Larsen et al. [2002]. The box model calculates the
temporal evolution of the size distributions and chemical
compositions of 4 types of particles (H2SO4/H2O aerosols,
STS, NAT and ice PSCs) together with the associated
changes in gas phase mixing ratios of H2O and HNO3. It
simulates the formation, growth, evaporation, and sedimen-
tation of these four particle types. The model also describes
several processes for the transitions between the different
types of PSCs such as homogeneous freezing or melting.
Vapor pressures over STS, NAT and ice are taken from Luo
et al. [1995], Hanson and Mauersberger [1988] and Marti
and Mauersberger [1993], respectively. In the Eulerian
version of the model (in the size space), the particle size
distribution is discretized into a number of size bins using a
geometrically increasing volume scale because the particle
sizes span several orders of magnitudes [Turco et al., 1979;
Toon et al., 1988]. The model prognostic variables are the
number density and chemical composition of each size bin
for the four types of particles. Owing to computational
constraints, the number of size bins is set to 20 for each of
the four particle types in the present study with a particle
radius of the bins ranging from 0.01 to 5 mm. Note that there
are uncertainties in the optical calculations due to this
limited number of bins. From sensitivity studies, this error
is estimated to be around 20%, considering the PSCs
detected at IfT. This needs to be kept in mind when
interpreting the comparisons between the simulations and
the lidar measurements.
[11] The microphysical module inserted in the MIMOSA

model is greatly simplified assuming that H2O and HNO3

are in thermodynamical equilibrium between gas phase and
condensed phases when PSCs form. The only microphysical
process relevant to this study is the condensation/evaporation
of H2O and HNO3 which is supposed to be instantaneous
to maintain thermodynamical equilibrium. In order to deter-
mine the particle equilibrium composition (weight fractions
in sulphuric acid, nitric acid and water vapor), one has to
solve a system of two nonlinear equations describing the
equality between the partial pressures of HNO3 and H2O just
over the surface of the condensed phase and the partial
pressures in the gas phase. In the end, the refractive index is
calculated from the equilibrium composition assuming that
STS particles are nonabsorbing.
[12] The microphysical module also includes an optical

routine that calculates the particle optical properties such as
volume backscatter and/or extinction coefficients at speci-
fied wavelengths (in the visible and near-infrared domains)
from the model-simulated particle size distribution and the
composition-dependent refractive index. For the evaluation of
the model simulations against lidar observations, we only
consider the backscatter ratio (hereafter called BR), defined as

BRl ¼ 1þ
bPar;l

bRay;l
;

where bPar and bRay are respectively the particular and
Rayleigh backscatter coefficients at the wavelength l.
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2.3. Coupling the Particle Advection and Microphysics

[13] Gaseous H2O and HNO3 are advected in the model
like other tracers. Sulphuric acid is assumed to be only
present in the condensed phases in the model. This assump-
tion is perfectly valid in the lower stratosphere for the time
scale of the present study. The lower stratospheric aerosol
depends, on the longer scale, on input of sulfur from OCS
dissociation and volcanic input of SO2.
[14] The advection of the particles is more problematic.

Particles of a given size bin indeed have by essence the
same size over the entire model domain, but not the same
composition because of the different environmental condi-
tions (temperature, pressure, H2O(g), HNO3(g)) in the differ-
ent grid cells. As long as the composition of the particles at
a given size varies over the model domain, these particles
cannot be directly advected like the other tracers. The
assumption of thermodynamical equilibrium gives an oppor-
tunity to bypass this issue with a numerical artifice. The
model domain is initialized with H2O/H2SO4 aerosols
having a fixed reference composition (over 60% H2SO4

weight percent) which has been chosen to fit the winter
lower stratospheric climatological conditions at high lati-
tudes (T = 200 K; H2O(g) = 5 ppmv; HNO3(g) = 10 ppbv).
For these conditions, PSC formation is precluded, and
consequently, all H2O and HNO3 molecules are supposed
to be in the gas phase. As H2O/H2SO4 aerosol particles are
arbitrarily forced to the same composition over the entire
domain, they can then be advected like a passive tracer.
Therefore, an additional tracer has been added in the model
for each aerosol size bin. When the size distributions and
compositions of equilibrated aerosols and PSCs in a grid
cell are required for microphysical and optical calculations,
the thermodynamical equilibrium is simply reestablished by
running the microphysical module starting from the H2O/
H2SO4 aerosol distribution at reference composition and
then let it evolve toward equilibrium with the gas phase
under the actual environmental conditions of the grid cell
(ECMWF temperature, pressure and advected gaseous H2O
and HNO3 from satellite observations). When global output
fields are required, this equilibration procedure is performed
in every grid cell over the whole model domain. In other
words, when advection is applied to the model, particles are
first adjusted to the reference composition, advected, and
then adjusted back to the local equilibrium condition.
[15] We check the accuracy of such an approach by also

advecting the initial total H2O, total HNO3 and total H2SO4.
On a week of simulation time, no noticeable differences are
found in any grid cell between the mass of a specific total
tracer (H2O, HNO3 or H2SO4) and the sum of the masses of
the gaseous tracer (H2O or HNO3) and its corresponding
condensed parts (H2O, HNO3 or H2SO4 in aerosols and
PSCs) before or after equilibration. And as expected, the
choice of the reference composition of H2O/H2SO4 aerosols
has no noticeable impact on the equilibrated model results.
[16] There are still limitations to our approach. It cannot

account for nonequilibrated particles, typically observed
when particles experience rapid temperature variations, for
instance in mountain lee waves. In such cases, the compo-
sition may depend on the particle size [Larsen, 2000; Voigt
et al., 2005]. The equilibrium assumption also prevents us
from treating the kinetics of phase transitions. As a result,
STS PSCs can form only if NAT PSCs are not allowed to

form because the STS temperature threshold is lower than
the NAT temperature threshold. Nonetheless, when neces-
sary, both STS and NAT simulations can be performed for
the same conditions.

2.4. Model Setup and Initialization

[17] To evaluate the overall quality of the model simu-
lations of PSC geometrical and optical properties, we first
have to ensure that the input data are as accurate as possible.
The input variables to the microphysical module are pres-
sure, temperature, mixing ratios of gaseous H2O and HNO3,
and the numbers and compositions of the different particles.
Obviously, only H2O(g), HNO3(g), and the latter numbers
and compositions are modified within the module. The
model initialization in H2O and HNO3 is based on measure-
ments of the Microwave Limb Sounder (MLS) instrument
on the AURA platform [Vomel et al., 2007; Barnes et al.,
2008]. On a weekly time scale, H2O and HNO3 can be
considered chemical tracers in the winter lower stratosphere
except in the regions affected by PSCs. They tend to exhibit
relatively compact relationships with other chemical tracers
[Proffitt et al., 1990; Mote et al., 1996; Engel et al., 1996;
Irie et al., 2001; Wetzel et al., 2002] and with dynamical
tracers such as PV [Schoeberl et al., 1997; Lary et al.,
1995]. It is possible to reconstruct isentropic fields of
chemical tracers from the correlation between PVand chem-
ical tracers’ mixing ratio in the stratosphere, as described by
Lary et al. [1995]. First, using ECMWF analyses, we
determine the PV value of each MLS/AURA measurement
carried out over a 3-day period centered on the starting time
of the model simulation. The measurements made in regions
where the temperature is less than 195 K are ignored in order
to avoid the effects of PSCs on HNO3. Second, MLS/AURA
measurements are binned according to their PV values and
then averaged, providing a relationship between PV and the
chemical tracer mixing ratio on an isentropic surface. Final-
ly, the model initial chemical tracer fields are reconstructed
using the PV field of the starting time of the model
simulation and the relationships between PV and H2O or
HNO3 mixing ratio. These reconstructed fields provide
a good estimation of the fields of total (= gaseous +
condensed) H2O and HNO3 available because only measure-
ments made in PSC-free regions are taken into account in
this mapping-reconstruction procedure and the amount of
H2O trapped in H2SO4/H2O aerosols is negligible.
[18] As the aerosol levels are close to background (i.e.,

nonvolcanic) conditions for the period of interest, H2O/
H2SO4 aerosols are initialized with the same typical back-
ground size distribution (assuming a lognormal distribution
with No = 10 cm�3, rm = 0.07 mm and s = 1.86 [Pinnick et
al., 1976]) over the entire model domain. Model tests show
that the model results are not sensitive to the assumed H2O/
H2SO4 aerosol size distribution when the values of size
distribution parameters are varied within the ranges of
background values [WMO, 2006; Deshler et al., 2006].
[19] As already found in previous works, all our model

tests show that temperature is actually the key factor
controlling PSC formation. In order to account for biases
both in ECMWF analyses that can occasionally exceed
several K in some cases [Knudsen et al., 2002] and in
STS transition temperatures [Carslaw et al., 1997], we
perform several sensitivity simulations where a range of
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temperature corrections is explored. We present here the
three most relevant model simulations. The first simulation
is run with unchanged ECMWF temperature, and will be
labeled (T), whereas the two other simulations run with a
uniform negative correction of 1 and 2 K on the ECMWF
temperatures; these simulations will be labeled (T-1K) and
(T-2K), respectively. Note that adjusting model temper-
atures is not at all an equivalent to the modeling of the
nonequilibrium aspects of PSC formation. The simulations
are evaluated against the lidar backscatter data. The valida-
tion in terms of PSC size distribution is limited to the
simulation displaying the best match regarding the back-
scatter ratio.
[20] Each simulation is run from 1 to 23 February at

multiple altitude levels to allow profile comparisons with
the lidar measurements. As lidar depolarization measure-
ments indicate that the PSCs of the February 2008 event are
mostly nondepolarizing, i.e., liquid (see section 4), only
liquid STS PSC simulations are run (NAT formation is not
allowed). The associated optical module takes the model-
simulated compositions and size distributions of the newly
equilibrated aerosol and PSC particles as input and calcu-
lates the particular backscatter coefficient and backscatter
ratio. The model calculates the particle composition from a
binary H2SO4/H2O solution to a ternary H2SO4/HNO3/H2O
solution [Luo et al., 1996; Krieger et al., 2000]. The
required refractive index is calculated from the composition
following Luo et al. [1995] fits.

3. Lidar Instrumentation and Methodology

3.1. MARTHA IfT European Aerosol Research Lidar
Network Lidar

[21] The Institute for Tropospheric Research (IfT) in
Leipzig has been operating the lidar system MARTHA
(Multiwavelength Atmospheric Raman lidar for Tempera-
ture, Humidity, and Aerosol profiling) since 1997 [Mattis et
al., 2008]. The lidar setup can measure particle backscatter
and extinction up to the lower stratosphere. An Nd-Yag
laser emits 30-Hz-frequency laser pulses from the funda-
mental 1064-nm wavelength. Two optically nonlinear crys-
tals multiply the frequency to 532 and 355 nm. The
divergence of the emitted light beam is around 0.1 mrad
with a 15-cm diameter. The backscattered light is detected
on a 1-m-diameter Cassegrain Telescope in photon-counting
mode. An extensive description of the whole signal pro-
cessing chain is available from Mattis et al. [2002]. The
instrument is equipped with filters separating the perpen-
dicular and parallel signal components, giving access to the
depolarization ratio, which complements well the multi-
wavelength detection capability by providing information
about the shape of the scattering particles. The inelastic N2

Raman diffusion at 387 and 607 nm is also detected. The N2

vibrational Raman signals help in deriving the particle
backscatter coefficient by providing an estimate of the
particle lidar ratio (i.e., extinction to backscatter coeffi-
cients) at 355 and 532 nm, which is required in the lidar
inversion algorithm [Ansmann et al., 1990, 1992a, 1992b].
PSCs were detected during the night of 19 to 20 February
2008. Data are averaged on 2-h time intervals, 2344–0136
and 0136–0333 UTC, in order to maximize the signal-
to-noise ratio and minimize the lidar errors, which is of

importance for the size distribution retrieval [Jumelet et al.,
2008a].

3.2. Particle Size Distribution Retrieval From
Multiwavelength Lidar Data

[22] An exhaustive description of the size distribution
retrieval methodology along with validation is available
from Jumelet et al. [2008a]. We only recall the most salient
features. The particle size distribution is assumed to be
lognormal. The size distribution parameters (i.e., particle
total number No, mean radius rm, and width s) are derived
from comparisons between simulated and measured back-
scatter coefficients at 355, 532 and 1064 nm, here MARTHA
measurements, using a two-stage procedure. In the first
stage, a look-up table of backscatter coefficients is generated
using a range of size distribution parameters. The backscatter
coefficients are calculated with the microphysical and
optical module described previously in section 2.2, assum-
ing again that the aerosol phase is in thermodynamical
equilibrium with the gas phase. The required particle
refractive index is calculated for the specific environment
(pressure, temperature, total HNO3 and H2O mixing ratios)
corresponding to each measurement point. There is no a
priori assumption of the H2SO4 mixing ratio, as the current
look-up table size distribution actually gives a constraint on
the condensed mass H2SO4 mixing ratio. As the PSC
particles considered in this event are most certainly com-
posed or at the very least dominated optically by liquid STS
particles, the use of Mie theory [Bohren and Huffman,
1983] in the optical calculations is valid.
[23] In the second stage, the most likely (in the least

squares sense) PSC size distribution is identified by match-
ing the calculated and measured backscatter coefficients,
taking into account the measurement errors. Our statistical
approach is well suited for dealing with the strong non-
linearities of the function linking the size distribution and
the backscatter coefficient [Jumelet et al., 2008a, 2008c].
The control variables in the minimization procedure are (No,
rm, s). The algorithm looks for the most probable solution
as in some cases, the sole best match solution (i.e., least
squares solution with no measurement errors), may lead to
an unrealistic size distribution. As the unrealistic solutions
are found on the edge of the resulting three-dimensional
solution cluster of points (No, rm, s) generated from the
uncertainties on the lidar measurements, the latter cluster is
filtered to discard them before applying the least squares
criterion. The most probable solutions are indeed expected
to be in the densest part of the solution cluster.
[24] It is finally worth noting that, in the case of bimodal

particle size distributions, the algorithm retrieves an opti-
cally equivalent mode which is mainly associated with the
mode having the strongest lidar backscattered signal, most
often the mode associated to the largest particles.

3.3. CALIOP Spaceborne Lidar

[25] The CALIOP lidar on board the CALIPSO platform
is a two-wavelength (532 and 1064 nm) lidar. The inclina-
tion of the satellite orbit is 98� and its altitude is 705 km,
giving an unprecedented spatiotemporal sampling rate for
polar studies. On average, on an orbit, over 300,000 lidar
profiles are acquired per day at latitudes poleward of 55�,
providing a unique data set for studying the occurrence,
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composition and evolution of PSCs. CALIOP also separates
the 532-nm polarization components [Winker et al., 2007].
The lidar pulse rate is 20.16 Hz, corresponding to a profile
every 333 m along the orbit track, and the lidar spot is
nearly 80 m in diameter on the Earth’s surface. In the PSC
altitude range, below 20 km, the horizontal resolution is
1 km and the vertical resolution 60 m. Above this altitude, it
decreases to an horizontal resolution of 1.67 km and a
vertical resolution of 180 m. Data products are extensively
discussed by Vaughan et al. [2004]. With a 98� inclination
orbit and an altitude of 705 km, CALIPSO has the capa-
bilities to fully investigate PSCs. Nighttime signal-to-noise
ratio is about 10 at an altitude of about 25 km when lidar
profiles are averaged over 1 km on the vertical and 100 km
on the horizontal [Hunt et al., 2009]. The total attenuated
backscatter coefficient at 532 nm is normalized to molecular
density between 30 and 34 km altitudes. It is expected to be
obtained with a bias smaller than 10% in version 2.01
[Powell et al., 2009]. Bias and errors at 1064 nm are
expected to be larger by a factor of about 2.

4. Observations

4.1. Meteorological Conditions

[26] During the month of February 2008, the polar vortex
experienced several stretches and shifts toward the midlat-
itudes and northern Europe. In the first days of February,
temperatures dropped below 200 K from around the 435 K
to 550 K potential temperature levels over northern England.
The conditions stayed marginally favorable to PSCs during
2–3 days over this region. Then, the vortex left the area
with an eastward rotation accompanied by a local warming,

precluding PSC formation. However, from 16 February, the
polar vortex came back above northern Scandinavia. It was
substantially distorted with filaments pulling away toward
the midlatitudes as displayed in the MIMOSA PV field of
Figure 1a. This strong shift toward Europe lasted till around
23 February. Between 17 and 23 February, the temperatures
dropped to about 190 K over Europe on the edge of the
vortex, around 460 K (see Figures 1b and 2b). The coldest
spells were observed during 18 and 19 February. The PSC
was detected by the MARTHA ground lidar on the night of
19 and 20 February. At that time, Figure 2a shows that the
vortex filament was passing above Leipzig. It was also
detected by CALIOP on several overpasses from 17 to
21 February, as the vortex moved (the CALIPSO tracks
have been reported in Figure 8). The sharp PV gradients on
the edge of the vortex indicate little mixing between polar
vortex and the midlatitude air. The coldest area at the time
of the lidar measurements is centered between eastern
England and western Scandinavia (see Figure 2b) with
temperatures remaining around 190 K. These stable PSC
conditions during few days could have allowed PSC par-
ticles to reach somehow thermodynamical equilibrium and
become fully equilibrated PSCs.

4.2. Lidar Data in the IfT Area

[27] Figures 3a and 3c show the multiwavelength particle
backscatter coefficient profiles derived from the IfT lidar for
two time intervals: 2345–0130 and 0130–0330 UTC. It is
worth noting that this PSC event is recorded as one of the
highest layer observed at the station. Particles are detected
between 18 and around 24 km, with a strongly scattering
layer between around 20 and 22 km. Figures 3b and 3d
display the associated particle depolarization ratio. Both
quantities provide information on the particle type. The high
depolarization ratio in the 18.5–19.5 km altitude range of

Figure 1. (a) Potential vorticity (PV) and (b) temperature
(T) on 16 February 2008 at the 460 K level. PV is calculated
from the MIMOSA model, and temperatures come from the
ECMWF reanalyses.

Figure 2. (a) Potential vorticity and (b) temperature on
20 February 2008 at the 460 K level.
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the first time interval indicate presence of aspherical par-
ticles (i.e., solid). Above 19.5 km, the particles are non-
depolarizing which is indicative for spherical particles. The
lower layer tends to disappear from 0130 UTC. The reason
we focus the analysis on the upper layer (around 21 km) is
threefold. First, it corresponds to the best signal-to-noise
ratio. Second, it is composed of spherical particles (suited to
Mie theory; see section 3), and third, its structure is stable
throughout the measurement period. Note that the particles
in this layer are not necessarily all spherical liquid particles.
Solid particles in low number densities may not always be
clearly detected on the perpendicular backscatter signal
[Biele et al., 2001] and some PSCs detected in the Arctic
region are composed of layers having different particle
types [Blum et al., 2005].
[28] In the night between 19 and 20 February, the

CALIPSO track passed within 30 km from the IfT. This
coincidence brings a second and independent source of lidar
data to compare to. CALIPSO provides through the vertical
slices of the CALIOP instrument an excellent spatial over-
view of this event. Browsing through the quick looks of the
2.01 version of the CALIPSO backscatter data products
(available online at http://www-calipso.larc.nasa.gov/products/
and http://www.icare.lille1-univ.fr/calipso), it appears that
the spaceborne lidar started detecting PSCs from 17 February
2008, around 20 km. Between 17 and 20 February the two
PSC layers detected by the IfT lidar are identified on the
spaceborne lidar profiles, the major one being centered
around 21 km, while a lower layer displaying low back-
scatter and significant depolarization (around 5%) is present
between 18 and 20 km.
[29] To be able to carry out quantitative comparisons

between the model simulation and the satellite data set,
CALIPSO lidar measurements of total attenuated backscat-
ter coefficient have to be normalized to the molecular signal
and should be corrected from the particle extinction. The
attenuation caused by the PSC layers is however very low
(a few percent, that is an extinction coefficient around
0.015 km�1), and, at first order, we will neglect the

attenuation caused by PSC particles. On that case, the
attenuated particle backscatter coefficient will be treated
as the corrected backscatter. Figure 4 compares backscatter
profiles of CALIOP and MARTHA on 20 February at

Figure 3. MARTHA lidar measurements performed at the IfT during the night between 19 and
20 February 2008. Two time intervals are considered, around 2345–0130 UTC and 0130–0330 UTC.
(a and c) Backscatter coefficient for each time interval. (b and d) Corresponding depolarization. Vertical
window smoothing length was 1200 m. Error bars indicate the statistical error.

Figure 4. Backscatter profile comparison between the
ground-based (MARTHA) and spaceborne (CALIOP/
CALIPSO) lidars at 532 and 1064 nm during the overpass
on 20 February. CALIPSO overpass at Leipzig was around
0130 UTC. Data between 52.06�N and 50.46�N were
averaged. Vertical window smoothing length was 600 m for
both instruments. Error bars indicate the statistical error.
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nighttime. In view of the uncertainties in the lidar data
analyses, there is a very good agreement on the PSC vertical
structure both at the 532 and 1064 nm wavelengths. The
fact that the spaceborne backscatters are slightly lower than
the ground-based ones could be due to the uncorrected
particle attenuation on the CALIOP signal. Nonetheless,
CALIPSO remains the ideal support to local lidar measure-
ments and can be used to characterize the horizontal
structures of PSCs at the regional scale, as we will show
later.

5. Model Simulations

5.1. Vertical Profiles

[30] Figure 5 shows the profiles of backscatter coefficient
for the reference IfT lidar measurements, during the night
between 19 and 20 February, together with the profiles
calculated above Leipzig by our model MIMOSA-m8 for
the three previously defined simulations: (T), (T-1K) and

(T-2K). The simulation with original ECMWF temperature
fails to reproduce the lidar PSC backscatter above 19 km.
It might be tempting to attribute this failure to the model
resolution, 1� � 1� (i.e., around 255 km). Figure 5 thus
also features the backscatter profile calculated 200 km
north of Leipzig, in the air mass incoming direction. This
200-km-shifted profile slightly improves the quality of the
comparison. As the temperature field is not uniform, a
spatial shift is also a temperature shift. A bias in the
temperature is certainly possible. It is supported by a slight
discrepancy between the ECMWF temperature and a radio-
sounding performed at the time of the measurements
(20 February, 0000 UTC) at Meiningen (around 200 km
from Leipzig). Averaging over the STS PSC altitude range
(20–22 km), this comparison reveals a small temperature
difference of 0.5 to 1 K. The simulation with a 1 K cold
adjustment (T-1K) drastically improves the correlation with
the lidar measurements (see Figure 5). The vertical structure
is well reproduced. In view of the possible errors in the PSC
modeling and its input data, the agreement between the lidar
and (T-1K) simulation backscatter profiles is very satisfac-
tory. The (T-2K) simulation displays stronger backscatter
coefficients with a poor correlation to the lidar measure-
ments; the vertical structure is not matching the structure of
the lidar measurements anymore.
[31] The (T-1K) simulation will thereafter be the only one

considered when comparing the lidar-derived and model-
simulated geometrical parameters. We will now focus on the
large-scale structure, as hinted by the patch of cold temper-
atures appearing on Figures 1b and 2b.

5.2. Two-Dimensional Isentropic Fields

[32] We have seen in section 5.1 that CALIPSO reported
continuous PSC detection from 16 to 23 February. Around
18 February, the CALIOP BR532nm peaks around 4.0 during
the coldest period. In the CALIOP data calibration proce-
dure, it is worth mentioning that a high number of profiles is
required to get rid of the possible presence of noisy data in
the calibration altitude range (typically above 30 km). A
maximal 10% residual error is thus expected on absolute
values of (BR-1). Figure 6a displays CALIOP BR532nm

from 17 to 21 February, on the 468 K potential temperature

Figure 5. Backscatter profile comparison between the
ground-based lidar and themodel-simulated optical properties,
for the (T), (T-1K), and (T-2K) simulations (see section 2.4),
on 20 February 2008, 0000 UTC. Also plotted is a
backscatter profile for the MIMOSA-m8 backscatter,
200 km north of Leipzig.

Figure 6. Isentropic backscatter ratio fields (a) as seen by CALIOP, and as calculated by the model for
the (b) (T) and (c) (T-1K) simulations from 17 to 23 February 2008. The spaceborne measurements are
interpolated on the model output grid, one point every 6 h.
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level, which corresponds to the lidar backscatter peak
altitude. Figures 6b and 6c show the corresponding BR532nm

for the (T) and (T-1K) simulation, respectively. The model-
simulated BR532nm have been interpolated to the time and
position of the CALIOP measurements shown in Figure 6a.
The value of IfT BR532nm at the time of the satellite
overpass (on 20 of February around 0000 UTC) is also
indicated on the colorbar BR scale and is quite consistent
with the value we determine from CALIOP above the area,
both values being between 3.0 and 3.2. Overall, among the
three model simulations, the (T-1K) simulation seems to
reproduce best the CALIOP BR field over northern Europe.
[33] A correlation plot between model-simulated and

lidar-measured BRs for the (T) and (T-1K) simulations is
plotted on Figure 7. Backscatter ratios higher than 1.20 are
not included in the correlation analysis in order to make sure
that no PSC-free measurements are considered. The results
of the (T-2K) simulation are not shown in Figure 7 because
the match with the measurements is very poor with most of
the points lying in the bottom right-hand corner.
[34] Globally, the correlation coefficient (R2 = 0.61) is the

highest for the (T-1K) simulation. Above Leipzig, the
CALIOP BR532nm (�3.0) is well reproduced in the (T-1K)
simulation (BR532nm � 3.3) whereas it is vastly under-
estimated in the (T) simulation (BR532nm � 1.4). These
relatively high BR values once again confirm presence of
liquid STS particles, as NAT particles do not exhibit
backscatter ratios higher than 2 typically [Browell et al.,
1990; David et al., 1998]. The large spread in the correla-
tion plot clearly shows that the excellent match between the
(T-1K) simulation and measurements for the IfT data point
is largely fortuitous. The main deficiency in the (T) simu-
lation is the large fraction of data points lying along the
CALIOP BR vertical axis indicating observed PSCs that are
not present in the simulation. Even if the (T-1K) simulation
displays the higher correlation coefficient, the model tends

to overestimate the CALIOP measurements by about 40%
on average, especially on the northern part of the domain,
on the left of northern Scandinavia. There are several
possible reasons for this discrepancy ranging from the
neglected particle attenuation when calculating the CALIOP
BR532nm to errors on satellite backscatter coefficients
(unlikely to be lower than 10%), and to an overestimation
of the assumed ECMWF temperature bias. This point is also
connected to the spatial scales in Arctic PSC fields, and to
the uncertainties in the PSC scheme parameterizations and
model input data (thermodynamical data, H2O, HNO3,
temperature, etc.), and in the model spatial resolution
(255 km horizontally) with respect to CALIOP resolution
(1 km).
[35] As the (T-1K) simulation is the most able to repro-

duce the BR magnitude of the IfT measurement and the
spatial extension and structures seen in the CALIOP meas-
urements, it is used to illustrate the spatiotemporal evolution
of the BR. Figure 8 shows the backscatter ratio fields at
various times from 16 to 21 February at 468 K level for the
(T-1K) simulation. According to the model results, the PSC
started forming on 16 February over the North Atlantic,
west of Iceland. Then, the PSC area grew to cover the entire
northern Europe including Iceland, Scandinavia and the
northern France and Germany. The PSC started fading on
21 of February. The panels illustrate clearly that the IfT lidar
did not probe the PSC in the coldest area, which lays a few

Figure 7. Correlation plot between the CALIOP and
MIMOSA-m8 backscatter ratios using points of Figure 6.
Every point at which CALIOP BR532nm is lower than 1.20
is discarded.

Figure 8. Model-simulated isentropic fields of backscatter
ratios from 16 to 21 February 2008 at the 468 K level. Some
CALIPSO overpasses (closest to the corresponding output
time, typically around 0130–0200 UTC) are also reported.
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hundred kilometers north, between England and Norway.
As expected, the spatiotemporal structure of the model-
simulated PSC remains always consistent with the associ-
ated temperature structure (not shown), in that the strongest
backscatter ratios are observed in the coldest areas.

6. Microphysical Properties

[36] In section 5, the model-simulated optical properties
have been compared to ground-based and spaceborne lidar
measurements. As the overall agreement is satisfactory, we
can now focus on the PSC geometrical properties. In the
model, the backscatter ratio is calculated using the particle
size distribution which is explicitly resolved with bins. In
terms of geometrical properties, it is also possible to
calculate the moments of the model-simulated size distri-
bution or derive the three parameters (No, rm, s) of an
equivalent lognormal size distribution. The three parameters
can also be retrieved from the IfT multiwavelength lidar
measurements (see section 3.2).

6.1. Integrated Size Distribution Properties

[37] The PSC surface area density (A) and volume density
(V) are important variables because they determine the rates of
processes responsible for ozone depletion. Figures 9a and 9b
display A and V fields on 20 February at 0000 UTC, the
approximate time of IfT measurements. The particle mean
radius is also plotted in Figure 9c. As expected, the
structures in A, V and rm are very similar. The temperature
being the critical parameter in PSC formation, A, V and rm
fields reflect the structures in the temperature field (shown
in Figure 2b). There is also a good match with the BR532nm

field (shown in the 20/02 00:00 UTC image in Figure 8). It
is not surprising because the lidar backscatter is mostly
sensitive to the higher-order moments of the PSC size
distribution such as A. This high sensitivity to the higher-
order moments explained why lidar measurements are not
very sensitive to the PSC number concentration [Jumelet et
al., 2008c], resulting in uncertainties when trying to retrieve
this variable [Jumelet et al., 2008a]. Above Leipzig, the
model predicts a mean particle radius rm of about 0.28 mm

at the time of the lidar session at 21 km, in the densest part
of the cloud. This rm value is typical of STS PSCs observed
in polar regions [Deshler et al., 2000; Blum et al., 2006].
The high surface area density (around 10 mm2 cm�3) and
volume density (around 1 mm3 cm�3) for temperatures
slightly below 190 K would certainly have had an impact
on ozone chemistry through the heterogeneous activation of
halogen reservoirs on the PSC surfaces. In contrast to what
happens when PSC form in polar regions during winter,
midlatitude air masses are always exposed to sunlight. Thus,
in these midlatitude air masses, chlorine activation through
heterogeneous reactions on PSC particles leads to immedi-
ate ozone destruction [Keckhut et al., 2007]. It is interesting
to note that such A and V fields may be used to constrain the
chemistry-transport models simulating ozone depletion, and
therefore validating these fields is a necessary step toward
more reliable ozone predictions. However, as seen before
the sensitivity of PSC formation on temperature, may
require very accurate temperature field analyses.

6.2. Size Distribution Parameters Above Leipzig

[38] The IfT lidar measurements reported in Figure 3 are
used to derive the particle size distribution using the
methodology described in section 3. The focus is on the
particles located around 21 km, previously identified as STS
particles. PSC size distributions are retrieved over two time
intervals (2345–0130 and 0:30–0333 UTC). Lidar uncer-
tainties on the backscatter coefficient are estimated to be
about 15% for the 355 and 532 nm wavelengths and
increased to 25% for the 1064 nm, which displays larger
uncertainties (see Figure 3). The parameter range of the
look-up table for the size distribution retrieval is as follows:
0.01 < No < 30 cm�3, 0.01 < rm < 1.5 mm and 1.01 < s < 2.0.
The influence of the look-up table resolution on the retrieval
results is checked and increased till such influence is not
noticeable [Jumelet et al., 2008a]. To check the consistency
and stability of the size distribution retrieval, three different
altitudes (20.5, 21 and 21.5 km) are considered. They are
centered at the BR peak altitude, 21 km.
[39] Figures 10a and 10c show the retrieved No, rm and s

parameters for the two time intervals whereas Figures 10b

Figure 9. Model-simulated isentropic fields of (a) surface area density (mm2 cm�3) and (b) volume
(mm3 cm�3), and (c) median radius of the STS particle size distribution (mm), on 20 February 2008,
0000 UTC.
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and 10d present the associated particle surface area and
volume densities. The results show relatively little variabil-
ity from one time interval to the next over the 1-km layer.
This is expected because the lidar backscatter coefficients
around the peak are comparable during the two time
intervals. The fact that the PSC size distributions do not
vary much with time suggests that conditions are probably
favorable to equilibrated particles (i.e., PSC composition in
equilibrium with the gas phase). The three altitudes also
display comparable size distributions with mean values of
No� [10–15] cm�3, rm� 0.3mmand s� 1.50 over the 1-km
layer. The total surface area A is around 14 mm2 cm�3 and
volume V ranges from about 1.7 to 2.0 mm3 cm�3. The
variability on retrieved V is higher than on A because V is
more sensitive to fluctuations on rm and s than A. A and V
have the same sensitivity to fluctuations in No. Overall, the
retrieved size distributions are consistent with balloon-borne
measurements of Arctic PSCs [Deshler et al., 2003] and
clearly confirm the STS characterization.
[40] The agreement between lidar-retrieved and model-

calculated median radius is excellent with both values being
in the 0.28–0.30 mm range. As rates of heterogeneous
chemistry and sedimentation depend on powers of rm, it is
important to reproduce accurately this quantity in model
simulations. The lidar-retrieved A and V for the two time
intervals are averaged on Figure 11 and compared to the
results of (T-1K) model simulations carried out at the three
considered altitudes. Figure 11 provides three different pairs
of A and V: one corresponds to the lidar retrieval, another
one is calculated by the MIMOSA-m8 model (labeled
‘‘PSC’’) and the last one is also calculated by the model,
but for background aerosol levels (labeled ‘‘aer’’ and

calculated by averaging 2 days of model simulations above
Leipzig before PSC detection). The increases in A and V
caused by PSC formation are of about 1 order of magnitude.
The model underestimates the lidar-derived values by about
50% on V and about a factor 2 on A on average. The
differences are less pronounced at 21 km, the PSC BR peak,
with model-simulated values of around 10 mm2 cm�3 for A
and 1 mm3 cm�3 for V. The 50% difference in V is intriguing
because the total HNO3 and H2O masses in the simulation
are constrained by the relatively accurate MLS measure-
ments. Once PSCs are formed, almost all the HNO3 end up
in the condensed phase of the HNO3-rich PSCs, as simu-
lated in the model. Therefore, V is a good indicator of the
total HNO3. Instead of blaming MLS data, the reason for the
difference in A and V may lie in biases in the lidar-derived

Figure 10. (a and c) Lidar-derived size distribution parameters (No, rm, s) and (b and d) surface area
density (A) and volume (V ) for the 2330–0130 UTC (Figures 10a and 10b) and 0130–0330 UTC
(Figures 10c and 10d) time intervals on 20 February 2008.

Figure 11. Comparison between the lidar-derived (‘‘lidar’’)
and model-simulated (‘‘mim’’) particle surface area density
and volume density. Background aerosol values calculated
by MIMOSA-m8 are also plotted (‘‘aer’’).
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PSC size distributions. Interestingly, a thorough evaluation
of the retrieval results against reference balloon-borne
measurements of STS PSC size distributions has showed
that, although rm and s are reliably retrieved, No tended to
be overestimated by about 30% [Jumelet et al., 2008a].
When compared to backscatter-derived refractive indices
[Deshler et al., 2000], the retrieval of model-simulated
refractive index was found to exhibit a small negative bias
of 0.03. By increasing the refractive index of the same
amount in the retrieval, the algorithm was able to correctly
infer the size distribution parameters including No [Jumelet
et al., 2008a]. Such a small increment on the refractive
index is enough to cause a substantial reduction in the
retrieved No and hence in the surface and volume density, as
the refractive index appears to be the most sensitive
parameter involved in calculations of the backscatter coef-
ficient [Jumelet et al., 2008c]. Applying the same shift on
the refractive index for processing the IfT data would
decrease the lidar-derived values ofA andV by approximately
30%, bringing them more in line with the model-simulated
values. Overall, considering the uncertainties on lidar-
derived size distribution parameters and the model inputs
such as the temperature, the agreement between the model-
derived and geometrical properties is rather satisfactory.

7. Concluding Remarks

[41] The present work is a modeling study of a rare polar
stratospheric cloud event observed at northern midlatitudes
during February 2008. Ground-based lidar measurements at
IfT (Leipzig) and spaceborne lidar measurements CALIOP/
CALIPSO indicate that the PSC is mostly composed of STS
particles. The event is simulated using a high-resolution
microphysics-transport model MIMOSA-m8 coupled to an
optical module that calculates the particle optical properties
from the model outputs. Although the microphysical param-
eterizations are vastly simplified, the model appears to be
able to reproduce most of the spatiotemporal structures seen
in the time-evolving field of the lidar backscatter measure-
ments. However, to do so, the analyzed temperatures that
are used to force the model have to be reduced by about 1 K.
With this setup, the model is also able to simulate PSC
geometrical properties, as derived from IfT multiwavelength
lidar, especially when a correction in the refractive index is
specified in the lidar size distribution retrieval algorithm.
This temperature correction is partly supported by a radio-
sounding performed at the time of the lidar measurements in
the vicinity of Leipzig, indicating a difference of 0.5 to 1 K
over the PSC altitude range (20–22 km). However, this
temperature correction is much too small to conclude
unambiguously that the ECMWF temperatures are actually
biased by 1 K, especially over a large area. Actually, there
are larger sources of errors in the model itself [Carslaw et
al., 1997]. Overall the results demonstrate the usefulness of
the CALIOP satellite data and of ground-based multiwave-
length lidar data for PSC studies and for the evaluation of
PSC fields simulated in chemistry-transport models. As the
particle surface and volume densities of PSCs are the key
microphysical parameters for ozone depletion, the valida-
tion of models should focus on these quantities when
possible. The results of the comparisons between simula-
tions and the lidar data are encouraging, mostly validating

the new microphysical-transport model. However, they also
confirm the importance of accurate temperature forcings
when PSC conditions are marginal, which is often the case
in the Arctic. Under those conditions, the results confirm
that the prediction of the future evolution of Arctic ozone
remains entirely dependent on the quality of the temperature
prediction.
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